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Objective
Recent graduate from ETH Zurich with a B work permit. Highly motivated and skilled Computer Scientist
with a passion for cutting-edge technologies and a strong background in computer vision, natural language
processing, and graph neural networks. Seeking opportunities to contribute my expertise and creativity to
innovative projects in a challenging and dynamic environment.

Education
• ETH Zurich Sep. 2021 – Ongoing

Masters of Science in Electrical Engineering and Information Technology CGPA: 5.2/6.0
• Indian Institute of Technology, Kharagpur, India Jul. 2017 – Apr. 2021

Bachelor of Technology in Electronics and Electrical Communication Engineering CGPA: 9.29/10.00
Minor in Computer Science and Engineering CGPA: 9.52/10.00

• South Point High School, India Mar. 2017
Central Board of Secondary Education, Class XII Aggregate: 94.8%
West Bengal Board of Secondary Education, Class X Aggregate: 93.4%

Internships and Work Experience
• Dr. Blumer: Quantitative Researcher Dec. 2023 – Jun. 2024

∘ Head IT in a family-based office in Zurich.

∘ Developed strategies for daily and intraday data.

∘ Generated a website for automated portfolio management.
• Microsoft: Document and Query Matching Jun. 2021 – Aug. 2021

∘ Worked as a Data and Applied Scientist for the question answering team of Bing.

∘ Created a modified version of sentence transformers for query to document matching.

∘ Helped to remove bugs in the SnR pipeline for Bing.
• MILA: Artificial Intelligence in Medical Domain Apr. 2020 – Sep. 2021

∘ Selected as GRI intern for MITACS 2020.

∘ Calculated feature importance of various factors on death of a person affected by Covid-19.

∘ Developed an interactive platform for predicting the number of cases.

∘ Explored the impact of reopening of schools on the number of Covid-19 cases.

∘ Implemented fuzzy cognitive maps for explainations. Prof. Samira A. Rahimi, Prof. Jackie C.K. Cheung
• University of Turku: Covid-19 Detection; Explainable AI Jun. 2020 – Aug. 2021

∘ Selected as a FT Research Intern.

∘ Evaluated different models to detect Covid-19 from CT scans.

∘ Combined deep learning and classical machine learning to improve metrics on smaller datasets.

∘ Conducted a review on different explainable AI models. Prof. Abdulhamit Subasi
• Honeywell: Bird Pathway Prediction Algorithm Jun. 2020 – Jul. 2020

∘ Worked as a software engineer intern.

∘ Implemented various object detection algorithms for finding birds and drones.

∘ Secured third position in 3𝑟𝑑 Drone vs Bird Challenge organized by WOSDETC.

∘ Appended the algorithm into Honeywell servers for access within the Honeywell servers.
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Selected Projects
Change Detection using 3D Scene Graphs Dec. 2022 – Jul. 2022
• Identified scene changes using semantic segmentation and created scene graphs for object matching using the Sinkhorn

algorithm.

• Successfully detected object states within an end-to-end differentiable pipeline, leveraging PointNet for segmentation as
a part of my Master Thesis.

• Improved the Sinkhorn algorithm by providing object priors. Prof. Marc Pollefeys
Long-term Tracking of Nao Robots Feb. 2022 – May. 2023
• Created a pipeline for tracking of Nao robots using sensor data from the robots and video footage of the robots playing.

• Made the method robust to cost uncertainty by optimization of weights for each sensor.

• Combined the different tracklets for life-long tracking by tracklet-track matching. Prof. Luc van Gool
Dynamic Weighing for Multi-task Learning Dec. 2021 – Apr. 2022
• Implemented and combined different weight based and gradient based methods for dynamic weighing for the losses in

multi-task learning.

• Explored how different methods mitigate different noises in the input.

• Created a new regularization technique to improve performance in single task settings. Prof. Luc van Gool
Research Assistant at UZH Feb. 2022 – Jun. 2022
• Worked as a research assistant in an experimental economics project.

• Converted sentences into embeddings to observe patterns in conversations. Prof. Roberto Weber



Computer Vision at NomadZ Oct. 2021 – Ongoing
• Worked on various computer vision and perception algorithms for Nao robots.

• Implemented light-invariant ball detection model.

• Designed human action recognition using 3D-LSTM model.

• Created an automated pipeline for data annotation.

• Improved the latency of various tensorflow models.
Biometric Identification using Iris Recognition May. 2020 – Ongoing
• Used gated mechanism for masking critical region of people’s eyes.

• Created an end-to-end trainable pipeline for Iris recognition. Prof. Pabitra Mitra
Adversarial Robustness Using Radial Basis Functions Jun. 2020 – Jun. 2021
• Generated Deep Radial Basis Modules which can be added to any classification model as my bachelor thesis co-supervised

with Columbia University.

• Showed how Radial Basis Functions can theoretically prevent FGSM adversarial attacks.

• Verified the effectiveness on MNIST dataset. Prof. Shamik Sural

Positions of Responsibility
• Student Researcher – NomadZ, ETHZ Oct. 2021 – Ongoing

∘ Head of Computer Vision in the RoboSoccer team, ETH Zurich.
∘ Presented in various events like Swiss Robotics Day 2022.
∘ Obtained travel grants for going to RoboCup 2022, 2023 and GORE 2023.

• Mentor – Deeplearning.ai Mar. 2020 - Dec. 2022
∘ Alpha tester for the courses in Deeplearning.ai.
∘ Mentor to students in the NLP, GAN, Tensorflow 3 specialization available on Coursera.

• WebMaster – IEEE, IIT Kharagpur Jan. 2019 – Aug. 2020
∘ Maintained the website for IEEE Student Branch of IIT Kharagpur.
∘ Active member of the student branch and helped in organizing events.

• Volunteer - Nation Service Scheme Aug. 2017 - Jun. 2019
∘ Taught middle school students in nearby villages.
∘ Won best volunteer award for work done in 2017.

Achievements
• Obtained second position in Datathon by Axpo and third position in GCC competition. 2024
• Invited for demo of NomadZ at UN AI for Good Event. 2024
• Obtained KIM Grant, NCCR Automation Grant, NCCR Robotics Grant for NomadZ. 2022-2023
• Reached the final of HackZurich as one of the finalists. 2022
• Awarded Prof. Somnath Sengupta Memorial Award for best undergraduate academic researcher. 2021
• Selected in Natural Language Understanding Track of Google Research India Summer School. 2020
• Selected for MITACS Globalink Scholarship. 2020
Academic Extra-curricular
• One of the organizers of Medical Imaging using Deep Learning Conference. 2022
• Reviewer for EMNLP 2022, FIRE 2021, BMC Journal. 2021- 2024
• Supervised a Bachelor Student at ETH Zurich. 2022
• Teaching Assistant for Projects and Seminar at D-ITET, ETH Zurich. 2022- 2023

Skills
• Research Interests: Computer Vision, Natural Language Processing, Graph Neural Networks

∘ Languages: C++, Python, C, Java, SQL, Julia, MATLAB, Javascript
∘ Libraries, packages and frameworks: Pandas, Tensorflow, Keras, PyTorch, Git, NLTK, OpenCV


